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• Goal:

where     is a compact region in the s-dimensional real space

Problem statement

• Discretization:

• Budget: total     ;  for each discrete point                 .

• Methods: 



How to balance between � and �

How to choose �� 

How to allocate budgets adaptively
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So, this choice of  � makes the selection error decrease at the same rate as the 
discretization error, and therefore gives a good tradeoff in rates for the sum of 
these two errors.

How to balance between � and �



1.1  Basic idea

• Error:

• The first term: from random sampling

——control the tail of �(�,�)!  (Assumption A1)

• The second term: from discretization

——avoid �� being too sparse (low-dispersion) (Assumption A3)

——avoid � � being too bumpy locally around �∗  (Assumption A2)



1.2  Discretization error

• Dispersion:

• Smoothness locally around �∗ :

• Proposition 1:



1.2  Discretization error

• Assumption A2:

• Assumption A3:



1.3  Estimation error

• Assumption A1:

• Ellis (1998.p.247): if the moment generating function is finite for all real values, then: 



1.3  Estimation error

• Assumption A1:

• Proposition 2:



1.3  Estimation error

• Assumption A1:

• Proposition 2:

• Corollary 1:

Proposition 1:



1.4 Balance discretization and estimation error

• Key idea: make them decrease at the same rate



Niederreiter (1992, Theorem 6.9) gives the following low-dispersion 
sequence for the sup norm.

How to choose �� 



2.1 Low dispersion sequence

• Niederreiter (1992, Theorem 6.9): for the sup norm, for                 :

• s=1: asymptotically optimal

• s>1: asymptotically 1
2�52

, while the smallest possible value cannot be smaller than 1/2 

             “one cannot achieve much better with the sup norm”



At promising points, one should collect more observations because it is with nearly 
optimal points that sampling noise is more likely to lead to selection error.

How to allocate budgets adaptively



• Key idea: majorization minimization

——control the upper bound of the estimation error

3.1 Allocate budgets adaptively



• Key idea: majorization minimization

——control the upper bound of the estimation error

3.2 Majorization

• Update the proposition 2: 

Proposition 2:

• Proposition 4: 



• Key idea: majorization minimization

——control the upper bound of the estimation error

3.3 Minimization

• Proposition 5:



• Proof of Proposition 5:

3.3 Minimization



• Choose the minimal:

3.4 Allocation strategy

• Implementation:



THANKS!


