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SPSA

Problem: finding a root θ∗ of the gradient equation

g(θ) ≡ ∂L(θ)

∂θ
= 0

SA standard form
θ̂k+1 = θ̂k+ − ak ĝ(θ̂k)

The central FD estimator of ĝ is

ĝ(θ̂k) =
1

2c


y
(
θ̂k + ce1

)
− y

(
θ̂k − ce1

)
y
(
θ̂k + ce2

)
− y

(
θ̂k − ce2

)
...

y
(
θ̂k + ced

)
− y

(
θ̂k − ced

)


Let ei denote the ith column of a d × d identity matrix.
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SPSA

Let ∆k ∈ Rp be a vector of p mutually independent mean-zero
random variables {∆k1,∆k2, ...,∆kp}
Let {∆k} be a mutually independent sequence with ∆k independent
of θ̂0, θ̂1, ..., θ̂k .

We have available noisy measurements of L(·):

y
(+)
k = L(θ̂k + ck∆k) + ε

(+)
k

y
(−)
k = L(θ̂k − ck∆k) + ε

(−)
k

where ε
(+)
k , ε

(−)
k represent measurement noise terms that satisfy

E (ε
(+)
k − ε(−)

k |F ,∆k) = 0a.s.∀k ,Fk ≡
{
θ̂0, θ̂1, ..., θ̂k

}
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SPSA

SPSA estimator of g(·) at the kth iteration is

ĝk

(
θ̂k

)
=


y

(+)
k −y

(−)
k

2ck∆k1
...

y
(+)
k −y

(−)
k

2ck∆kp
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SPSA

Lemma [Spall, 1992]

Consider all k ≥ K for some K <∞. Suppose that for each such k the
{∆ki} are i.i.d. ( i = 1, 2, · · · , p) and symmetrically distributed about 0
with |∆ki | ≤ α0 a.s. and E

∣∣∆−1
ki

∣∣ ≤ α1. For almost all θ̂k (at each k ≥ K

) suppose that ∀θ in an open neighborhood of θ̂k that is not a function of
k or ω, L(3)(θ) ≡ ∂3L/∂θT∂θT∂θT exists continuously with individual

elements satisfying
∣∣∣L(3)

i1i2i3
(θ)
∣∣∣ ≤ α2. Then for almost all ω ∈ Ω

bk

(
θ̂k

)
≡E

(
ĝk

(
θ̂k

)
− g

(
θ̂k

)
| θ̂k
)

(
= E

(
ĝk

(
θ̂k

)
− g

(
θ̂k

)
| Fk

))
=O

(
c2
k

)
(ck → 0)
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Proof: Consider any l ∈ {1, 2, · · · , p} (let ∆̄kl = ck∆k)

First, note that E
[
(ε

(+)
k − ε(−)

k )/2∆̄kl | θ̂k
]

= 0 a.s.

Then by the continuity of L(3) near θ̂k and uniform boundedness of |∆ki |
for all k sufficiently large, we have by Taylor’s theorem for all such k

bkl

(
θ̂k

)
=

1

12
E
{

∆
−1
kl

[
L(3)

(
θ̄+
k

)
+ L(3)

(
θ̄−k
)]

∆̄k ⊗ ∆̄k ⊗ ∆̄k | θ̂k
}

where θ̄+
k , θ̄

−
k are on the line segment between θ̂k and θ̂k ± ∆̄k ,

respectively, and bkl denotes the l th term of the bias bk .
By the mean value theorem, the term on the r.h.s. , is bounded in
magnitude by

α2c2
k

6

∑
i1

∑
i2

∑
i3
E
∣∣∣∆ki1

∆ki2
∆ki3

∆kl

∣∣∣
≤ α2c2

k
6 ·

{[
p3 − (p − 1)3

]
α2

0 + (p − 1)3α1α
3
0

}
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2SPSA

Basic form of algorithm(composed of two parallel recursions: one for θ and
one for the Hessian of L(θ))

θ̂k+1 = θ̂k − akH
−1

k Gk

(
θ̂k

)
, Hk = fk

(
Hk

)
Hk =

k

k + 1
Hk−1 +

1

k + 1
Ĥk , k = 0, 1, 2, · · ·

a stochastic analog of the well-known Newton-Raphson algorithm of
deterministic search and optimization.

recursive calculation of the sample mean of the per-iteration Hessian
estimates
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2SPSA

Notations:

θ̂k+1 = θ̂k − akH
−1

k Gk

(
θ̂k

)
, Hk = fk

(
Hk

)
Hk =

k

k + 1
Hk−1 +

1

k + 1
Ĥk , k = 0, 1, 2, · · ·

ak : a nonnegative scalar gain coefficient

Gk

(
θ̂k

)
: the input information related to g

(
θ̂k

)
(i.e., the gradient

approximation from y(·) measurements in the gradient-free case or the
direct observation as in the Robbins-Monro gradient-based case)
fk : Rp×p → { positive definite p × p matrices }: a mapping designed to
cope with possible nonpositive definiteness of H̄k

Ĥk : a per-iteration estimate of the Hessian
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2SPSA

The formula for estimating the Hessian at each iteration is:

Ĥk =
1

2

[
δGT

k

2ck∆k
+

(
δGT

k

2ck∆k

)T
]

where
δGk = G

(1)
k

(
θ̂k + ck∆k

)
− G

(1)
k

(
θ̂k − ck∆k

)
for 2SG, usually G

(1)
k (·) = Gk(·). We will suppose that

Gk(·) = G
(1)

kk (·) is an unbiased direct measurement of g(·) (i.e.,

Gk(·) = G
(1)
k (·) = g(·)+ mean-zero noise ).

for 2 SPSA: G
(1)
k is a one-sided gradient approximation (in order to

reduce the total number of function evaluations versus the two-sided
form usually recommended for Gk(·)])
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2SPSA

G
(1)
k

(
θ̂k ± ck∆k

)

=
y
(
θ̂k ± ck∆k + c̃k∆̃k

)
− y

(
θ̂k ± ck∆k

)
c̃k


∆̃−1

k1

∆̃−1
k2
...

∆̃−1
kp


with ∆̃k =

(
∆̃k1, ∆̃k2, · · · , ∆̃kp

)T
generated in the same statistical

manner as ∆k , but independently of ∆k and c̃k satisfying conditions
similar to ck
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2SPSA

Two specific implementations of the ASP approach :

2SPSA (second-order SPSA) for applications in the gradient-free case
(four function measurements y(·) are needed at each iteration)

2SG (second-order stochastic gradient) for applications in the
Robbins-Monro gradient-based case. (three gradient measurements
g(·) are needed at each iteration)
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Strong Convergence

Theorem 1a

Consider the SPSA estimate for G (·) with G (·)(1). Let conditions C.0-C.7
hold. Then θ̂k − θ∗ → 0 a.s.
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Conditions

C.0:E
(
ε

(+)
k − ε(−)

k | θ̂k ; ∆k ; H̄k

)
= 0 a.s. ∀k , where ε

(±)
k is the

effective SA measurement noise, i.e.,

ε
(±)n

k ≡ y
(
θ̂k ± ck∆k

)
− L

(
θ̂k ± ck∆k

)
C.1:ak , ck > 0 ∀k ; ak → 0, ck → 0 as k →∞;

∑∞
k=0 ak =∞,∑∞

k=0 (ak/ck)2 <∞

C.2:For some δ, ρ > 0 and ∀k, `, E
(
| y
(
θ̂k ± ck∆k

)
/ ∆k`|2+δ

)
≤ ρ

,|∆k`| ≤ ρ, ∆k` is symmetrically distributed about 0 , and {∆k`} are
mutually independent.
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C.3: For some ρ > 0 and almost all θ̂k , the function g(·) is
continuously twice differentiable with a uniformly (in k ) bounded

second derivative for all θ such that
∥∥∥θ̂k − θ∥∥∥ ≤ ρ

C.4: For each k ≥ 1 and all θ, there exists a ρ > 0 not dependent on
k and θ, such that (θ − θ∗)T ḡk(θ) ≥ ρ ‖θ − θ∗‖ .

C.5: For each i = 1, 2, · · · , p and any ρ > 0, P
({

ḡki

(
θ̂k

)
≥ 0 i.o.

} ∩
{
ḡki

(
θ̂k

)
< 0 i.o. } |

{∣∣∣θ̂ki − (θ∗)i

∣∣∣ ≥ ρ ∀k
})

= 0
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C.6: H
−1

k exists a.s. ∀k , c2
kH
−1

k → 0 a.s., and for some δ, ρ > 0,

E (‖H
−1

k ‖2+δ) ≤ ρ
C.7: For any τ > 0 and nonempty S ⊆ {1, 2, · · · , p}, there exists a
ρ′(τ,S) > τ such that

lim sup
k→∞

∣∣∣∣∑i /∈S (θ − θ∗)i ḡki (θ)∑
i∈S (θ − θ∗)i ḡki (θ)

∣∣∣∣ < 1 a.s.

for all |(θ − θ∗)i | < τ when i /∈ S and |(θ − θ∗)i | ≥ ρ′(τ,S) when
i ∈ S

We define ḡ(θ̂k) = H
−1

g(θ̂k)
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Proof The proof will proceed in 3 parts.

1. θ̃k ≡ θ̂k − θ∗ does not diverge in magnitude to ∞
2. θ̃k converges a.s. to some random vector;

3. this random vector is the constant 0

Part 1: Letting Mj = ajH
−1

j E (Gj(θ̂j)|θ̂j) = ajH
−1

j (gj(θ̂j) + bj) and

M ′j = ajH
−1

j (ĝj(θ̂j)− ḡj(θ̂j)), we can write

θ̃k+1 +
k∑

j=0

Mj = θ̃0 −
k∑

j=0

M ′j

{∑k
j=1 M

′
j

}
is a maringale sequence (in k )

E

∥∥∥∥∥∥
k∑

j=0

M ′j

∥∥∥∥∥∥
2

≤ 2
k∑

j=0

E
∥∥M ′j∥∥2

<∞
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Then by the martingale convergence theorem

θ̃k+1 +
k∑

j=0

Mj
a.s.→ X

where X is some integrable random vector.

Let us now show that P
(

lim supk→∞

∥∥∥θ̃k∥∥∥ =∞
)

= 0. Since the

arguments below apply along any subsequence, epresented as⋃
S

{
θ̃ki →∞ ∀i ∈ S

}
⊆
⋃

τ>0,S

{{{
θ̃ki ≥ ρ′(τ,S) ∀i ∈ S , θ̃ki ≤ τ ∀i /∈ S

k ≥ K (τ,S)}
⋂

lim sup
k→∞

{Mki < 0 ∀i ∈ S}
}

⋃{{
θ̃ki →∞ ∀i ∈ S

}⋂
lim inf
k→∞

{Mki < 0 ∀i ∈ S}c
}}
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For the first event:
Assuming there exists a subsequence {k0, k1, k2, · · · } , k0 ≥ K (τ,S) such

that
{
θ̃kj i ≥ ρ′(τ,S)∀i ∈ S} ∩

{
Mkj i < 0∀i ∈ S

}
is true. Then, from C.6

and Mj = ajH
−1

j E (Gj(θ̂j)|θ̂j) = aj(ḡ(θ̂j) + H
−1

j o(c2
j )),∑

i∈S
θ̃kj i ḡkj i (θ̂kj ) < 0 a.s.

for all kj .

By C.4, θ̃Tkj ḡkj

(
θ̂kj

)
≥ ρ

∥∥∥θ̃kj∥∥∥ a.s. which, by C.7, ρ′(τ,S) ≥ τ and

dim(S) ≥ 1 implies, for all j sufficiently large,∑
i∈S θ̃kj i ḡkj i

(
θ̃kj

)
≥ ρ

2

∥∥∥θ̃kj∥∥∥ ≥ (ρ2) dim(S)ρ′(τ,S) ≥ ρτ
2 a.s.

That’s a contradiction. So the first event has probability 0.
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For the second event
{θ̃ki →∞ ∀i ∈ S}

⋂
lim infk→∞ {Mki < 0 ∀i ∈ S}c , from

θ̃k+1 +
k∑

j=0

Mj
a.s.→ X

for almost all sample points,
∑∞

k=0 Mki → −∞ ∀i ∈ S
However, at each k , the event {Mki < 0∀i ∈ S}c is composed of the union
of 2dim(S) − 1 events, each of which has Mki ≥ 0 for at least one i ∈ S .
Here is a contradiction. Hence, the probability of the second event is 0.

So limsupk→∞||θ̃k || <∞
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Part 2: To show that θ̃k converges a.s. to a unique (finite) limit, we show
that

P

(
lim inf
k→∞

θ̃ki < a < b < lim sup
k→∞

θ̃ki

)
= 0 ∀i

for any a < b.
There exist two subsequences, one with convergence to a point < a and
one with convergence to a point > b.
From θ̃k+1 +

∑k
j=0 Mj

a.s.→ X and the conclusion of Part 1, each of these
subsequences has a sub-subsequence {kjl} such that

lim sup
l→∞

∣∣∣∣∣∣
kjl∑
k=1

Mki

∣∣∣∣∣∣ <∞ a.s.

Supposing that the event within the probability statement is true, we know
that for any ρ > 0 and corresponding sample point we can choose m > n
sufficiently large so that for each i and combined sub-subsequence (from
both sub-subsequences mentioned above)
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|
kjm−1∑
k=kjn

Mki | ≤ ρ

|θ̃kjm i − θ̃kjn i +

kjm−1∑
k=kjn

Mki | ≤
b − a

3

θ̃kjn i < a < b < θ̃kjm i

Picking ρ < (b − a)/3 implies that∣∣∣θ̃kjn i − θ̃kjm i

∣∣∣ ≤ 2(b − a)/3

it requires that
θ̃kjm i − θ̃kjn i > b − a

which is a contradiction. So θ̃k converges a.s. to a unique limit.
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Part 3: Let us now show that the unique finite limit from Part 2 is 0 . we
have lim supn→∞ |

∑∞
k=0 Mki | <∞ a.s. ∀i .

Then the result to be shown follows if

P

(
lim
k→∞

θ̃k 6= 0,

∥∥∥∥∥
∞∑
k=0

Mk

∥∥∥∥∥ <∞
)

= 0

Suppose that the event is true, and let I ⊆ {1, 2, · · · , p} represent those
indexes i such that θ̃ki 9 0 as k →∞. Then, there exists some
0 < a′ < b′ <∞ and K (a′, b′) <∞ such that

∀k ≥ K , 0 < a′ ≤
∣∣∣θ̃ki ∣∣∣ ≤ b′ <∞ when i ∈ I (I 6= ∅) and

∣∣∣θ̃ki ∣∣∣ < a′ when

i ∈ I c . From C.4 and the conditions above, it follows that

n∑
k=K+1

ak
∑
i⊂I

θ̃ki ḡki

(
θ̂k

)
≥ a′ρ

n∑
k=K+1

ak
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At least one i ∈ I

lim sup
n→∞

∣∣∣∣∣∣ ρa′
∑n

k=K+1 ak∑n
k=K+1 ak ḡki

(
θ̂k

)
∣∣∣∣∣∣ <∞

Recall that ak ḡk

(
θ̂k

)
= Mk − akH

−1

k bk and bk = O
(
c2
k

)
a.s.

Then,
∣∣∑∞

k=K+1 Mki

∣∣ =∞. Hence, |
∑∞

k=0 Mki | =∞ with probability > 0
for at least one i . However, this is inconsistent with the event
‖
∑∞

k=0 Mk‖ <∞ , showing that the event does, in fact, have probability 0
. This completes Part 3, which completes the proof.
Q.E.D.
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Strong Convergence For Hessian Estimator

Theorem 2a

Let conditions C.0, C.1”, C.2, C.3, and C.4-C.9 hold. Then Hk → H(θ∗)
a.s.

C.1”: The conditions of C.1 hold plus
∑∞

k=0(k+ 1) −2 (ck c̃k)−2 <∞ with
c̃k = O (ck)
C.3’: Change ”thrice differentiable” in C.3 to ”four-times differentiable”
with all else unchanged.

C.9: ∆̃k satisfies the assumptions for ∆k in C.2 (i.e., ∀k , `,
∣∣∣∆̃k`

∣∣∣ ≤ ρ and

∆̃k` is symmetrically distributed about 0;
{

∆̃k`

}
are mutually independent

); ∆k and ∆̃k are independent; E
(
∆−2

k`

)
≤ ρ,E

(
∆̃−2

k`

)
≤ ρ∀k, ` and some

ρ > 0.
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C.8: For some ρ > 0 and all k, `,m,

E

[
y
(
θ̂k ± ck∆k + c̃k∆̃k

)2
/
(

∆k`∆̃km

)2
]
≤ ρ

and

E

[
y
(
θ̂k ± ck∆k

)2
/ (∆k`∆km)2

]
≤ ρ

E
[
ε̃

(±)
k − ε(±)

k | θ̂k ; ∆̃k ; H̄k

]
= 0

and

E

[(
ε̃

(±)
k − ε(±)

k

)2
/
(

∆k`∆̃km

)2
]
≤ ρ

where ε̃
(±)
k = y

(
θ̂k ± ck∆k + c̃k∆̃k

)
− L

(
θ̂k ± ck∆k+ c̃k∆̃k

)
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Proof:

E
[
G

(1)
k`

(
θ̂k ± ck∆k

)
| θ̂k ,∆k

]
= E

[
1

c̃∆̃k`

[c̃kg
(
θ̂k ± ck∆k

)T
∆̃k +

c̃2
k

2
∆̃T

k H
(
θ̂k ± ck∆k

)
∆̃k

+
c̃3
k

6

∑
h,i ,j

L
(3)
hij

(
θ̄±k
)

∆̃kh∆̃ki∆̃kj ] | θ̂k ,∆k


= g`

(
θ̂k ± ck∆k

)
+

1

6
c̃2
kE

∆̃−1
k`

∑
h,i ,j

L
(3)
hij

(
θ̄±k
)

∆̃kh∆̃ki∆̃kj | θ̂k ,∆k


θ̃±k are points on the line segments between θ̂k ± ck∆k + c̃k∆̃k and

θ̂k ± ck∆k ;

Nifei Lin Adaptive Stochastic Approximation by the Simultaneous Perturbation MethodOctober 2021 30 / 40



Let

Bk` =
1

6
E

∆̃−1
k`

∑
h,i ,j

(
L

(3)
hij

(
θ̄+
k

)
− L

(3)
hij

(
θ̄−k
))
· ∆̃kh∆̃ki∆̃kj | θ̂k ,∆k


we have Bk` ∼ o(ck) for all k sufficiently large. Hence,

E
(
Ĥk,`m | θ̂k

)
=E

G
(1)
k`

(
θ̂k + ck∆k

)
− G

(1)
k`

(
θ̂k − ck∆k

)
2ck∆km

| θ̂k


=E

g`

(
θ̂k + ck∆k

)
− g`

(
θ̂k − ck∆k

)
+ c̃2

kBk`

2ck∆km
| θ̂k


=E

(
2ck

[
∂g`/∂θ

T
]
θ=θ̂k

∆k + O
(
c3
k

)
2ck∆km

| θ̂k

)
=H`m

(
θ̂k

)
+ O

(
c2
k

)
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Since
1

n + 1

n∑
k=0

[Ĥk − E (Ĥk | θ̂k)]→ 0 a.s.

Then, by the continuity of H near θ̂k , and the fact that θ̂k → θ∗ a.s.
(Theorem 1a)

1

n + 1

n∑
k=0

E
(
Ĥk | θ̂k

)
=

1

n + 1

n∑
k=0

(
H
(
θ̂k

)
+ O

(
c2
k

))
→ H (θ∗) a.s.

Given that H̄k = (n + 1)−1
∑n+1

k=0 Ĥk Q.E.D.
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Asymptotic Normality

Theorem 3a

Suppose that C.0, C. 1′′, C. 2, C. 3′, and C.4-C.9 hold (implying
convergence of θ̂k and H̄k ). Then, if C.10 and C.11 hold and H (θ∗)−1

exists,

kβ/2
(
θ̂k − θ∗

)
dist−→ N(µ,Ω)

where µ = {0 if 3γ − α/2 > 0;H (θ∗)−1 T/ (a− β+/2) if 3γ − α/2 = 0},
the j th element of T is

−1

6
ac2ξ2

L(3)
jjj (θ∗) + 3

p∑
i=1
i 6=j

L
(3)
iij (θ∗)


Ω = a2c−2σ2ρ2H (θ∗)−2 / (8a− 4β+), and β+ = β if α = 1 and β+ = 0 if
α < 1.
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C.10: E
(
ε

(+)
k − ε(−)

k

)2
| θ̂k ,Hk

)
→ σ2 a.s. for some σ2 > 0 For almost

all θ̂k ,

{
E

((
ε

(+)
k − ε(−)

k

)2
| θ̂k , ck∆k = η

)}
is an equicontinuous

sequence at η = 0, and is continuous in η on some compact, connected set
containing the actual (observed) value of ck∆k a.s.
C.11: In addition to implicit conditions an α and γ via C.1”, 3γ −α/2 ≥ 0
and β > 0. Further, when α = 1, a > β/2. Let fk(·) in (2.1a) be chosen

such that Hk− Hk → 0 a.s.
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Proof:
Beginning with the expansion E

(
Gk

(
θ̂k

)
| θ̂k
)

= H
(
θ̄k
) (
θ̂k− θ∗) + bk ,

where θ̄k is on the line segment between θ̂k and θ∗ and bk is the bias the
estimation error can be represented as

θ̂k+1 − θ∗ =
(
I − k−αΓk

) (
θ̂k − θ∗

)
k−(α+β)/2ΦkVk + kα−β/2H

−1

k Tk

where

Γk = aH
−1

k H
(
θ̄k
)

Φk = −aH
−1

k

Vk = k−γ
[
Gk

(
θ̂k

)
− E

(
Gk

(
θ̂k

)
| θ̂k
)]

Tk = −akβ/2bk

The result will be shown if conditions (2.2.1) (2.2.2) and (2.2.3) of
Fabian(1968) hold.
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If 3γ − α/2 > 0, Tk → 0 a.s. by the fact that bk

(
θ̂k

)
= O

(
k−2γ

)
a.s.

If 3γ − α/2 = 0,

bkl

(
θ̂k

)
− 1

6

c2

k2γ
L(3) (θ∗)E

[
∆−1

kl (∆k ⊗∆k ⊗∆k)
]
→ 0 a.s.

Tkl → −
1

6
ac2ξ2

L
(3)
lll (θ∗) +

p∑
i=1
i 6=l

[
L

(3)
lii (θ∗) + L

(3)
ili (θ∗) + L

(3)
iil (θ∗)

] a.s.

We have thus shown that Tk converges for 3γ − α/2 ≥ 0.

E
(
VkV

T
k | Fk

)
=k−2γE

·
L
(
θ̂k + ∆̄k

)
− L

(
θ̂k − ∆̄k

)
2ck−γ∆k

2

| θ̂k
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+ k−2γE

∆−1
k

(
∆−1

k

)T [ε(+)
k − ε(−)

k

2ck−γ

]
·

L
(
θ̂k + ∆̄k

)
− L

(
θ̂k − ∆̄k

)
2ck−γ

 | Fk


+ k−2γE

∆−1
k

(
∆−1

k

)T [ε(+)
k − ε(−)

k

2ck−γ

]2

| Fk


− k−2γ

[
g
(
θ̂k

)
+ bk

(
θ̂k

)] [
g
(
θ̂k

)
+ bk

(
θ̂k

)]T
For the third term

E

[
∆−1

k

(
∆−1

k

)T (
ε

(+)
k − ε(−)

k

)2
| Fk

]
=

∫
Ω∆

∆−1
k

(
∆−1

k

)T
E

[(
ε

(+)
k − ε(−)

k

)2
| Fk , ∆̄k

]
dP∆

E
(
VkV

T
k | Fk

)
→ 1

4
c−2σ2ρ2I a.s.
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This completes the proof of Fabian’s conditions (2.2.1) and (2.2.2)
We now show that condition (2.2.3) holds, which is

lim
k→∞

E
(
I{‖Vk‖2≥rkα} ‖Vk‖2

)
= 0 ∀r > 0

where I{·} denotes the indicator for {·}. By Holder’s inequality and for
any 0 < δ′ < δ/2, the above limit is bounded above by

limk→∞ supP
(
‖Vk‖2 ≥ rkα

)δ′/(1+δ′) (
E ‖Vk‖2(1+δ′)

)1/(1+δ′)

≤ lim supk→∞

(
E‖Vk‖2

rkα

)δ′/(1+δ′) (
E ‖Vk‖2(1+δ′)

)1/(1+δ′)

Note that

‖Vk‖2(1+δ′) ≤ 22(1+δ′)k−2(1+δ′)γ

[∥∥∥ĝ (θ̂k)∥∥∥2(1+δ′)

+
∥∥∥g (θ̂k)∥∥∥2(1+δ′)

+
∥∥∥bk (θ̂k)∥∥∥2(1+δ′)

]
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Thanks
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