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SPSA

@ Problem: finding a root #* of the gradient equation

g(&)zag(:):0

@ SA standard form
Oks1 = Oky — akg(0k)

@ The central FD estimator of g is

y ék+CE1 -y 9k—ce1

A 1 y ék+Ce2 -y 9k—Ce2

§(9k) = 2¢

y (ék + ced) ;y (9k — ced)

Let e; denote the ith column of a d x d identity matrix.
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SPSA

o Let Ay € RP be a vector of p mutually independent mean-zero
random variables {Ay1, Ago, ..., Ayp}

o Let {Ax} be a mutually independent sequence with Ay independent
of é\o, él, ooy ék.

@ We have available noisy measurements of L(-):

(+) = L(Ox + ckDy) + fk *)

v = Lk — ctri) + €

where egf), eg(_) represent measurement noise terms that satisfy

E(6$<+) - EE:)LQ,A;() = Oa.s.Vk,fk = {é\o,él, ...,ék}
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SPSA

@ SPSA estimator of g(+) at the kth iteration is

() _,=)

Y  —
2CkAk1

8k (9k> = :
yﬁ)* (=)
2CkAkp

Nifei Lin Adaptive Stochastic Approximation by the Sir October 2021



SPSA

Lemma [Spall, 1992]

Consider all k > K for some K < co. Suppose that for each such k the
{Ai} areiid. (i=1,2,---,p) and symmetrically distributed about 0
with |Ak| < ap a.s. and E |A;i1‘ < ay. For almost all d, (at each k > K
) suppose that V6 in an open neighborhood of 0 that is not a function of
k or w, L3)(0) = 93L/06T 06708 exists continuously with individual

6]

i1i2i3

o (1) =€ (1 (3) () 1)
(- (e (0) £ (0)1 )

=0 (c2) (ck — 0)

elements satisfying

(0)‘ < ap. Then for almost all w € Q
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Proof: Consider any / € {1,2,--- , p} (let Ay = ckAx)
First, note that E [(egj) - 65:))/2514 | ék] =0as.

Then by the continuity of L®) near 0, and uniform boundedness of | A kil
for all k sufficiently large, we have by Taylor's theorem for all such k

by <9k) = T12E {ZZ,I [L(3) (67) + L& (9_;)} Dy @Ak Dy | ék}

where élf, é;are on the line segment between ék and ék + Ay,
respectively, and by denotes the / th term of the bias by.

By the mean value theorem, the term on the r.h.s. , is bounded in
magnitude by

Akll AkQ Ak/3

T, Ta T |
Sazck'{[P —(p _1” ap + alao}
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Nifei Lin

Starting point for
SPSAand FDSA — >

Figure 5. Example of relative search paths for SPSA and FDSA in p = 2 problem.
Deviations of SPSA from FDSA average out in reaching a solution in the same number of
iterations; FDSA nearly follows the gradient descent path (perpendicular to level curves)
in the low-noise setting.
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2SPSA

Basic form of algorithm(composed of two parallel recursions: one for 6 and
one for the Hessian of L(6))

~ ~ :71 ~ p— S
Okv1 = Ok — akH, Gy <9k) . Hi="fi (Hy)

k — 1 .
A= Hi1+—F, k=012,
k k+1 k1+k+1 ks 0777

@ a stochastic analog of the well-known Newton-Raphson algorithm of
deterministic search and optimization.

@ recursive calculation of the sample mean of the per-iteration Hessian
estimates
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2SPSA

Notations:
. . —1 /. —
Oky1 = Ok — akH, Gy <9k) , Hi=fi (Hy)

— k 1
H ——H H k=0,1,2,---
k = k—|—1 k1+k+1 Oaaa

ak: a nonnegative scalar gain coefficient

Gy (ék>: the input information related to g <0Ak) (i.e., the gradient
approximation from y(-) measurements in the gradient-free case or the
direct observation as in the Robbins-Monro gradient-based case)

fy : RP*P — { positive definite p x p matrices }: a mapping designed to
cope with possible nonpositive definiteness of Hy

I:Ik: a per-iteration estimate of the Hessian
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2SPSA

The formula for estimating the Hessian at each iteration is:
. 1] 66T 56T\
H == +
2 2CkAk 2CkAk

66k = G (O + ekt ) = 617 (B — et

where

e for 25G, usually G,El)(-) = Gk(-). We will suppose that
Gk() = GS)() is an unbiased direct measurement of g(-) (i.e.,

Gk(1) = Glgl)(-) = g(+)+ mean-zero noise ).

o for 2 SPSA: G,El) is a one-sided gradient approximation (in order to
reduce the total number of function evaluations versus the two-sided

form usually recommended for Gi(-)])

October 2021 13 /40
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2SPSA

6 (i e

A—1
(e e+ 88e) —y (B2 rs) | A5
Ck
A;pl
~ . N
with Ag = (Akl, JAYZ IR ,Akp> generated in the same statistical

manner as Ay, but independently of Ay, and & satisfying conditions
similar to ci
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2SPSA

Two specific implementations of the ASP approach :
@ 2SPSA (second-order SPSA) for applications in the gradient-free case
(four function measurements y(-) are needed at each iteration)
@ 2SG (second-order stochastic gradient) for applications in the
Robbins-Monro gradient-based case. (three gradient measurements
g(+) are needed at each iteration)
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Strong Convergence

Theorem 1a

Consider the SPSA estimate for G(-) with G(-)(1). Let conditions C.0-C.7
hold. Then 6, — 6* — 0 a.s.

Nifei Lin
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Conditions
o C.O:E (€E<+) — 65(_) | Or; A F/k) =0 a.s. Yk, where 55(i) is the
effective SA measurement noise, i.e.,

et =y (ék + ckAk) L (ék + ckAk)

o Cliay,ce >0Vk; ax — 0,¢cx — 0 as k — oc; Zf’zoak = 00,
> ko (ak/Ck)2 <
o C.2:For some 6,p > 0 and Vk, ¢, E (\ y (ék + ckAk> / Akg\”(s) <p

JAke| < p, Age is symmetrically distributed about 0, and {Ay,} are
mutually independent.
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e C.3: For some p > 0 and almost all fy, the function g(-) is
continuously twice differentiable with a uniformly (in k ) bounded

second derivative for all @ such that Hék - GH <p

@ C.4: For each kK > 1 and all 8, there exists a p > 0 not dependent on
k and 6, such that (0 —6*)" g () > p |6 — 6*]|.

o Cb5: Foreachi=1,2,--- ,pandany p>0, P ({g—k,- <§k) >0 i.o.
bz (0) <0 o } [ {[d— )] >0 wk}) =0
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=1 —1
o C6: H, existsas. Vk,c?H, — 0 a.s., and for some d,p > 0,
:71
E(IHc IPT) <p

e C.7: For any 7 > 0 and nonempty S C {1,2,--- , p}, there exists a
p'(1,S) > 7 such that

<1 a.s.

lim sup 2igs (0= 07);8(9)
k—oo | 2jes (0 —0%); Bki(0)

for all [(0 — 6*),| < 7 when i ¢ S and |(§ — 0*);| > p/(7,S) when
ie$
—1 .

We define g(0) =H g(fx)
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Proof The proof will proceed in 3 parts.
o 1. G, =6, — 6* does not diverge in magnitude to oo
o 2. ék converges a.s. to some random vector;
@ 3. this random vector is the constant 0
Part 1: Lettlng M; = aJH E( (0)10)) = aJ f (gJ(H ) + bj) and

M} = aJHJ (gJ(Q ) — &(8;)), we can write

K k
ék+1+ZMj=§0—ZMJ{
=0 =0

{Ejf:l MJ’} is a maringale sequence (in k)

2
k

k
EIS - M| <22 Em < oo

Jj=0 Jj=0
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Then by the martingale convergence theorem

K
5k+1 + Z

Jj=0

%X

S

where X is some integrable random vector.
Let us now show that P (Iim SUPK oo HékH = oo) = 0. Since the
arguments below apply along any subsequence, epresented as

U{gk,-—M)o ViES}

S
c U {{{fuzrp@s) vies, du<r vigs
7>0,5

k > K(T,S)}ﬂlilr(nsup{Mk,- <0 Vie 5}}
—00

U{{ék,-—mo vie Spliminf (Mg <0 Vie S}C}}
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For the first event:
Assuming there exists a subsequence {ko, k1, ko, -}, ko > K(7,S) such

that {ékj,- > pl(T S)Vi € S} {My; < O¥i € S} is true. Then, from C.6
AL A N ——1
and M; = a;H; E( Gi(0))16)) = a;(&(0)) + H; o(c?)),

Zékj;grkj,-(ékj) <0 as.
ieS
for all k;.
By C.4, HNZ (HAkj) >p HHNij a.s. which, by C.7, p/(7,5) > 7 and
dim(S) >1 mplies, for all j sufficiently large,

Sies OiBii (0) = § 0| = (5) dim(S)p'(7,8) = 5 as.

That's a contradiction. So the first event has probability 0.
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Fgr the second event
{0k — 00 Vi€ SENIliminfi o {Mii <0 Vi € S}¢, from

k
§k+1 + Z M; X
j=0
for almost all sample points, Y 72 g M; — —c0 Vie S
However, at each k, the event {Mj; < 0Vi € S} is composed of the union
of 2dim(S) _ 1 events, each of which has My; > 0 for at least one / € S.
Here is a contradiction. Hence, the probability of the second event is 0.
So limsupy_eo||0k|| < o0
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Part 2: To show that ) converges a.s. to a unique (finite) limit, we show
that

P <Iim infl <a<b< |imsup§k,-> =0 Vi
k—o0 k—o0

for any a < b.

There exist two subsequences, one with convergence to a point < a and
one with convergence to a point > b.

From §k+1 + ZJI-(ZO M; 2% X and the conclusion of Part 1, each of these
subsequences has a sub-subsequence {kj } such that

kj
lim sup Z My;| < oo a.s.
=00 k=1

Supposing that the event within the probability statement is true, we know
that for any p > 0 and corresponding sample point we can choose m > n
sufficiently large so that for each i and combined sub-subsequence (from
both sub-subsequences mentioned above)
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kjmfl

| > Ml < p
k=k;

s b—a
|0, i — Ok, i + Z Myi| < 3
k=kjp
ékjni <a<b< ékjmi
Picking p < (b — a)/3 implies that
ékjni — ékjmf < 2(b - a)/3

it requires that
ijm,' — akjni >b—a

which is a contradiction. So 0, converges a.s. to a unique limit.
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Part 3: Let us now show that the unique finite limit from Part 2 is 0 . we
have lim supp—oc |> 5o g Mki| < 00 a.s. Vi.
Then the result to be shown follows if

(0.)

> M| < oo> =0

k=0
Suppose that the event is true, and let / C {1,2,--- , p} represent those
indexes i such that 8; -~ 0 as k — o0o. Then, there exists some
0<ad <b <ooand K(a,b') < oo such that

Vk > K,0< 4 < ‘ék,-’ < b < oo when i € I(I # ) and ‘ék,-‘ < o when
i € I°. From C.4 and the conditions above, it follows that

P < lim 6, # 0,
k—o00

n

Z ak ngigki (ék) >ap i ak

k=K+1 icl k=K+1
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At least one j € /

/ n
. pa - ak
lim sup D k=K1 d
n -
n=00 | kK1 k8ki (Hk)

A —1
Recall that a,gx (9k> = My — axH, by and by = O (c,%) a.s.
Then, |37 k41 Mki| = 0o. Hence, [3-32 o Mii| = oo with probability > 0
for at least one /. However, this is inconsistent with the event
1> %o Mk|| < oo, showing that the event does, in fact, have probability 0

. This completes Part 3, which completes the proof.
Q.E.D.
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Strong Convergence For Hessian Estimator

Theorem 2a

Let conditions C.0, C.1", C.2, C.3, and C.4-C.9 hold. Then H, — H(6*)
a.s.

C.1": The conditions of C.1 hold plus ;% ;(k+ 1) ~2 (ck&) ™2 < oo with
5/( = O (Ck)

C.3": Change "thrice differentiable” in C.3 to "four-times differentiable”
with all else unchanged.

C.9: Ay satisfies the assumptions for Ay in C.2 (i.e., Vk, ¢,

Au‘ <pand
Ay is symmetrically distributed about 0; {Akg} are mutually independent

); Ak and Ay are independent; E (A7) < p, E (A;ﬁ) < p¥k, ¢ and some
p > 0.
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C.8: For some p > 0 and all k, ¢, m,

E [y (ék + ol + EkAk)2/ (Aszkm> 2] <p

and
- , .
Ely <9k + CkAk> / (AkeDim) } <p
E -55(i) — 85{i) ‘ ék;Ak; /:Ik] =0
and ) ) )
E (5%) —Eg(i)> /(AkKAkm) ] <p

where 55:” =Yy (ék + CkAk + EkAk) —L (ék + CkAk+ EkAk>
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Proof:

E [G(” (ek + ckAk> | ék,Ak}

- (A T . &1 /A .
=E [EAM [Ckg <9k + CkAk> Ay + ?Ak H (ek + ckAk) Ay

Z ) (0F) BinDiiBig) | B, D
hyi

~ 3 ~ ~ ~
=g (‘9k + CkAk) + = Ck hz Lg”J) 0:‘3 AkhAkiAkj | O, Dy
i

HNfare points on the line segments between QAk + Ay + &Ay and
Ok £ ckAyg;
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Let

1. _ _ .
B = E |23 (L9 (5) — 1) (5)) - BunBsdsg | B, A

6
h,i.j

we have By ~ o(ck) for all k sufficiently large. Hence,
E (I:Ik,fm \ ék)

Gﬁ) (9/( + CkAk) — G,E? (ék — CkAk>

=F 0
2¢ckDym |6

c & (ék + CkAk> — 8¢ (ék - CkAk> + &2 B ;
B 2¢kAkm -
£ 2ck [0ge/ 00 ] o—g, Dk + O (c?) 0
B 2¢kDym “
=Hym <9k) + 0 (cf)
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Since

1 &K, N A
E [Hk—E(Hk|9k)]—>Oa.S.
n+1k:0

Then, by the continuity of H near Ok, and the fact that 6, — 0* a.s.
(Theorem 1a)

n—lklkZOE(FIk’éO
— LS (H(0) + 0(d)) = H) as

k=0

Given that Ay = (n+ 1)~ 32770 Ay Q.E.D.
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Asymptotic Normality

Theorem 3a

Suppose that C.0, C. 17, C. 2, C. 3/, and C.4-C.9 hold (implying
convergence of A and Hy ). Then, if C.10 and C.11 hold and H (6*)*
exists,

KB/ (ék—e*) N (1, )

where 1= {0 if 3y —a/2 > 0; H(6*) ' T/(a— B4/2) if 3y —a/2 = 0},
the j th element of T is

1 5.0 LB (g (3) (p*
_6‘%5 Lii Cy +3ZL’U Gy

I#J

Q= a?c20%p°H(0*) 2 /(8a—4B,), and By =Bifa=1and By =0 if
a <1

v
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2 .
C.10: E (sgf) — 55:)) | Ok, Hk> — 02 a.s. for some o2 > 0 For almost

A 2 .
all O, {E ((sgf) — 55:)) | Ok, ckAg = 77)} is an equicontinuous
sequence at 7 = 0, and is continuous in 7 on some compact, connected set
containing the actual (observed) value of ¢, Ay as.
C.11: In addition to implicit conditions an « and ~y via C.1", 3y —«/2 >0
and 8 > 0. Further, when o =1,a > [3/2. Let f¢(:) in (2.1a) be chosen

such that H,— H; — 0 a.s.
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Proof:

Beginning with the expansion E (Gk <9k) | 0k> =H (Hk) <9k— 0*) + by,
where 0y is on the line segment between ék and 6* and by is the bias the
estimation error can be represented as

A~ A ——1
B =07 = (1 = k=) (B = 07) k)20, vy 4 k292, T,
where

I'k = aﬁ;lH (ék)

by = —aﬁ;1
=i [ () - € 0 1)
T = —ak?/?by

The result will be shown if conditions (2.2.1) (2.2.2) and (2.2.3) of
Fabian(1968) hold.
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2.2. TuroreM. Suppose k is a positive integer, F. a non-decreasing sequence of
a-fields, F, C 8; suppose Un, Vo, TneR", T e R*, T\, ®, e R®*, 2, T, ®, P ¢ R¥,
T is positive definite, P is orthogonal and P'TP = A diagonal. Suppose Tn, ®u-1,
Voo are Fp,-measurable, C, a, B & R and

(221) 1, —-T, &, — & T, - T or E|Ta — T| - 0,

(2.2.2) EsVa=0, C>|Es V.V —Z|—0,

and, with o, = Ex{||Vi|* = =} VJ|’, let either

(2.2.3) limjawoj,r = 0 for every v > 0,
or

(2.2.4) =1 liMpoen D judi, =0 for every r > 0.
Suppose that, with A = min; A, B, = Bifa=1,8. =0if a1,

(2.2.5) 0<a=x1l 0=8  B+<2)

and

(22.6) Upn = (I — 0°TW)U. + n PP, V, + a1, .

Then the asymptotic distribution of n”*U, is normal with mean (T — (B4/2)1 )y 'r
and covariance matriz PM P’ where

(2.2.7) M(il') = (P’@Z@’P)“n(A(ﬁ) + A(‘ﬁ) — ﬁ+)—1-
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If 3y —a/2 >0, Ty — 0 a.s. by the fact that by <0Ak> =0 (k_27) a.s.
If 3y — /2 = 0,

~ 1 ¢2 _
bu (B - c LD OVE[A (Ao @A) 5 0as.
1 . 3 . 3) %
7_k/ — _63C2£2 LIII 0 + Z [ 511) ) (0 ) + Lfl/) (9 ):| a.s.

I#I
We have thus shown that Ty converges for 3y — a/2 > 0.

L<9Ak+5k) —L(ék—Ak> i
2ck— YA

E (V| Fk) =k2E | O

Nifei Lin Adaptive Stochastic Approximation by the Sir October 2021 37 /40



L%}

+ Kk E {Akl (Y’ [e(k;)ckjk_)l , [L (ék * Akz)c;i (ék _ Ak)
+ kE {A1 (ahH’ [M 2 Bz )

k k 2ck=7 k
50 o ][ 0) 4 (5]

For the third term

E [Azl ()T (7 - 47) %]
- [ (Akl)TE[(e(k“ ) \ﬂk,Ak] dPa
Qa

1
E (vk V] | %) = Zc2%Rl as.
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This completes the proof of Fabian's conditions (2.2.1) and (2.2.2)
We now show that condition (2.2.3) holds, which is

lim E (J{HVkHZZ,ka} I Vk”2> —0 Vr>0

k—00

where .7, denotes the indicator for {-}. By Holder's inequality and for
any 0 < ¢’ < §/2, the above limit is bounded above by

§'/(1+6") AN 1/(1+6)
limy— o0 sup P (HVkH2 > rk'*) (E [ Vi 2497

8 /(1+6") Y 1/(1+6")
< limsupy_, o (EHr,\(/.§”2) (E ||Vk||2(1+6 )>

Note that

10T

e @7+ o 3]
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Thanks
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